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Radar Earth Observation Systems legacy & current projects:
(CSA, launched 2007)

(ASI, 4 satellites
launched 2007-2010)

(ESA, 2 satellites
PFM launched April 2014, FM2 planned April
2016)

(ASI, 2 satellites
to be launched 2018-2019)
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Dominio Osservazione Italia - Presentation
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Department for Electrical, AOC, CC & DH Systems - Key skills

Department skills cover all the Satellite Avionics functions:
Attitude and Orbit Control (AOC)
Data Handling (DH)
Failure Detection, Isolation & Recovery (FDIR)
Command & Control (CC)
Electrical & Power System (EPS)
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Department for Electrical, AOC, CC & DH Systems - Activities

Department activities include the complete development cycle 
of satellite platform avionics:

Hardware equipment specification and procurement
On Board Software specification and qualification
Simulation and testing environments development
Avionic subsystem qualification
Satellite testing and operations support
Research and Development activities
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Department for Electrical, AOC, CC & DH Systems - Technologies

Satellite avionic systems technological peculiarities and 
standards:

Hard real time reactive systems
Mission critical applications
ESA ECSS standards defining development process
Rad-hard components (SPARC processor family)
Extensive usage of simulation technologies
Comprehensive validation and verification activities
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Department for Electrical, AOC, CC & DH Systems - R&D Activities

Traditional approach for design of hard real time critical 
system is based on very simple system architecture:

Single processor, no cache memory
Cyclic preemptive priority–based scheduling of applications
All applications at same criticality level

But performance and flexibility improvement require evolution 
in key areas:

Multicore processors and system-on-a-chip (SoC)
Hierarchy of cache memories
Virtualization technologies and hypervisors
Time and Space Partitioning (TSP) approach
Applications with mixed criticality and security levels
Automatic code generation
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Department for Electrical, AOC, CC & DH Systems – Multicore uP

Quad-core LEON4FT with two FPU units:
SPARC V8 multi-core architecture (+V9 opcodes: CAS/CASA)
target 400 MHz, 600 Mips / 240 Mflops
L1 + L2 cache memory
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Department for Electrical, AOC, CC & DH Systems – Multicore uP

Introducing multicore uP needs R&D to consolidate some 
areas:

Real-time performances uncertainty induced by cache memories 
and multiple cores (memory/bus controller contention) jeopardize 
execution time determinism
Applications slowdown due to inter-core interferences in 
accessing memory bus/controller and to store instructions not 
fitting the L1 cache may be severe
Emulation and Debugging support on multi-core architectures
Fault tolerance and dynamic reconfiguration aspects
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Department for Electrical, AOC, CC & DH Systems - Virtualization/TSP

System SW architecture evolution based on:
Time and Space partitioning approach to support mixed criticality 
and security applications
Hypervisor technology for systems consolidation (i.e. multiple 
guest OS on same multicore uP)
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Department for Electrical, AOC, CC & DH Systems – R&D Areas

R&D areas for degree thesis and post-degree internship:
Asymmetric vs. Symmetric multiprocessing approach
Cache memory management policy for determinism (e.g. SRAM-
like vs. cache partitioning etc.)
How the mixed criticality/security requirements shall be 
complied? (hypervisor/virtual machines, Time/Space Partitioning 
OS, …)
Tasking/scheduling model defines the predictability of the 
system: tasks partitioning (no task migration) vs. global 
scheduling (task migration is allowed)
Parallel programming model: task vs. thread centric parallel 
programming models
Programming language selection, e.g. native Ada 2012 parallel 
programming support vs. C + OpenMP etc.
Methodologies for non-functional requirements implementation 
and verification, in particular to cope with performances 
requirements from the earlier development phases
Modeling techniques and tools: UML …
Automatic code generation (Matlab/Simulink)
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Department for Electrical, AOC, CC & DH Systems – EMC2 Project

Thales Alenia Space and Università dell’Aquila are cooperating in 
the scope of the ARTEMIS Joint Undertaking EMC2 project:

Embedded multi-core systems for mixed criticality applications in 
dynamic and changeable real-time environments

Scope of the EMC2 project is to foster the usage of multicore
processors in the embedded systems domain
EMC2 is a consortium of 99 partners from 19 countries with an 
effort of about 800 persons/year and a budget of about 100 
million Euro
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Department for Electrical, AOC, CC & DH Systems – EMC2 Project

EMC2 Project overview
WP1 - Embedded System Architectures
WP2 - Application Models and Design Tools for Mixed-
Critical, Multi-Core Embedded Systems
WP3 - Dynamic runtime environments and services
WP4 - Multi-core hardware architectures and concepts
WP5 - System design platform, tools, models and interoperability
WP6 - System qualification and certification
LL1 - Automotive Applications
LL2 - Avionics
LL3 - Space application
LL4 - Industrial manufacturing
LL5 - Internet of things
LL6 - Cross domain
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Department for Electrical, AOC, CC & DH Systems – EMC2 Project

Objective:
TASI is developing a Technological 
Demonstrator for Spacecraft Platform 
Computer based on Multicore 
Processor and supporting Mixed 
Criticality applications.
The demonstrator is based on the 
multicore processor selected by ESA 
for the next generation of data 
handling systems for space 
applications, i.e. the Next Generation 
MicroProcessor (NGMP) LEON4 FT 
quad-core, based on a SPARC-V8 
RISC architecture with hierarchy of 
cache memories and MMU.
The Aeroflex Gaisler GR-CPCI-
XC4V/LX200 GR-RASTA development 
board will be used
Focus on Data handling through 
network of Spacewire links
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Department for Electrical, AOC, CC & DH Systems – EMC2 Project

Key achievements 
TAS-I has performed a survey of the 
current Status of the Art covering 
system architectures eligible for the 
second part of the trade-off, with 
particular focus on OSs and 
Hypervisors. 
XtratuM is an open-source, bare metal 
hypervisor targeting high-criticality 
real-time systems, which implements 
the paravirtualization principle.
PikeOS is a platform providing RTOS, 
type I hypervisor and paravirtualization 
functionalities. PikeOS allows to satisfy 
the critical requirements and supports 
many general features usually 
provided by traditional virtualization 
software
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Department for Electrical, AOC, CC & DH Systems – EMC2 Project

The case study being implemented is a simplified 
satellite Command & Data Handling System.
Besides to the Hypervisor/OS, the architecture is 
composed by the following main components: 

Device Drivers including Spacewire link
I/O Manager
Telecommand/Telemetry Manager Application
Representative User-level Applications

Application porting focus on:
Design and build of the TSP system architecture 
covering Memory, Timing and CPU assignment
Device drivers development for PikeOS and 
XTRATUM
Definition of scheduling rules for traffic priorities 
over the Spacewire link (Hard Realtime/Soft 
Realtime/Background) inside the I/O Scheduler
Mapping Cyclic vs. Sporadic transactions in 
TCTM-Manager on different traffic priorities in I/O 
Scheduler


