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IntroductionIntroduction

In some situations, an organization has a multi-computer but
does not actually want it

A common example is where a company has an e-mail server, a 
web server, an FTP server, some e-commerce servers, and others

These all run on different computers in the same equipment rack, all
connected by a high-speed network, in other words, a multi-computer

In some cases, all these servers run on separate machines
because one machine cannot handle the load, but in many
other cases the primary reason is reliability

By putting each service on a separate computer, if one of the 
servers crashes, at least the other ones are not affected

While fault tolerance is achieved this way, this solution is
expensive and hard to manage because so many machines are 
involved
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What to do?
Virtual Machine Technology, often just called Virtualization, 
which is more than 40 years old, has been proposed as a solution

This technology allows a single computer to host multiple virtual 
machines, each one potentially running a different operating system

The main advantage of this approach is that a failure in one virtual 
machine does not automatically bring down any others

– On a virtualized system, different servers can run on different virtual 
machines, thus maintaining the partial failure model that a multi-
computer has, but at a much lower cost and with easier maintainability

Rationale
Statistical analysis shows that failures are quite always related to 
24h/24h running SW (mainly OS)!

– Rarely they depend on HW failure!
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AdvantagesAdvantages

Another advantage of virtual machines is that checkpointing
and migrating virtual machines (e.g., for load balancing across
multiple servers) is much easier than migrating processes
running on a normal operating system

When migrating a virtual machine, all that has to be moved is the 
memory image, since all the operating system data structures
move too

Another use for virtual machines is to run legacy applications
on operating systems (or operating system versions) no longer
supported or which do not work on current hardware

These can run at the same time and on the same hardware as
current applications
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AdvantagesAdvantages

Yet another important use of virtual machines is software 
development

A programmer who wants to make sure his software works on 
different Windows, Linux, Unix Mac OS versions merely creates a 
dozen virtual machines on a single computer and installs different
operating systems on each one

Of course, the programmer could have partitioned the hard disk and 
installed a different operating system in each partition, but this
approach is more difficult…

– Limited number of primary disk partitions
– Needs for reboot

With virtual machines, all of them can run at once, since they are 
really just glorified processes
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AdvantagesAdvantages

But… What about embedded systems?
Virtualization is used for mixed-critical embedded systems

To allow the adoption of more powerful architectures (e.g. multi-
core) to execute more SW functionalities but still guaranteeing no 
interference with the most critical ones

– Temporal/Spatial Isolation
» e.g. Preserve navigation functionality on multi-core based satellites

Pro
– Embedded virtualization managers (normally called Hypervisors) are 

dramatically simpler and smaller than an (RT)OS so they have fewer bugs 
and can be more carefully tested to assure a failure-free 24h/24h running

» The only software running in kernel mode is the hypervisor!

Cons
– Up to now it is not completely clear if hypervisor are really able to 

provide effective temporal/spatial isolation
» Specific HW techniques could be needed
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AdvantagesAdvantages

But… What about embedded systems?
Virtualization is used for mixed-critical embedded systems

To allow the reuse of certificated code and OSs on more powerful 
architectures (e.g. multi-core)

– More certified functionalities on the same architecture

Pro
– Certified code developed on a specific certified (RT)OS doesn’t need a 

new certification process if executed on the same (virtualized) 
environment used for certification, and if managed by a certificated 
hypervisor

» More different virtual machines => more certified functionalities on the same 
architecture!

Cons
– Is certification enough to assure safety?

» Fortunately, there are different certification processes depending on the 
involvement of humans in the controlled system (e.g. airplanes vs. satellites)
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Back Back toto the future!the future!

VM/370 (1970)
This system, originally called CP/CMS and later renamed VM/370, 
was based on an astute observation: a timesharing system 
provides (1) multiprogramming and (2) an extended machine with
a more convenient interface than the bare hardware

The essence of VM/370 is to completely separate these two functions
– The heart of the system, known as the virtual machine monitor, runs on 

the bare hardware and does the multiprogramming, providing several
identical virtual machines to the next layer up

» Each VM can run any operating system that runs directly on the bare hardware
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Back Back toto the future!the future!

A linear descendant of VM/370, called z/VM, has been still
used on IBM's recent mainframes, the zSeries

While IBM has had a virtual machine product available for four
decades, and a few other companies, including Sun Microsystems
and Hewlett-Packard, have recently added virtual machine
support to their high-end enterprise servers, the idea of
virtualization has largely been ignored in the PC world until
recently

In the past few years, a combination of new needs, new
software, and new technologies have combined to make
virtualization a hot topic both in the PC and embedded
domains
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RequirementsRequirements

While no one disputes the attractiveness of virtual machines, 
the problem was implementation

In order to run virtual machine software on a computer, its CPU 
must be virtualizable

When an operating system running on a virtual machine (in user
mode) executes a privileged instruction, it is essential that the 
hardware trap to the hypervisor so that the instruction can be
emulated in software

– When this is possible we can have a Type1 Hypervisor: in reality, it is the 
operating system, since it is the only program running in kernel mode
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RequirementsRequirements

Unfortunately, on CPUs from 386 to Pentium (and clones) 
attempts to execute some privileged instructions in user mode 
are just ignored

A defect in the Intel 386 that were slavishly carried forward into
new CPUs for 20 years in the name of backward compatibility

This made it impossible to have Type 1 hypervisors on this
hardware, which explains the lack of interest in the PC world!

Actually, the situation is slightly worse since there are 
instructions that can read sensitive state in user mode

e.g. on the Pentium, a program can determine if it is running in 
user mode or kernel mode by reading its code segment selector…

An operating system that did this and discovered that it was actually
in user mode, might make an incorrect decision based on this
information!
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RequirementsRequirements

These problems was solved when Intel and AMD introduced
virtualization in their CPUs starting in 2005

AMD SVM (Secure Virtual Machine)
Intel VT (Virtualization Technology)

Both were inspired by the IBM VM/370 work
The basic idea is to create containers in which VM can be run

When a guest OS is started up in a container, it continues to run there
until it causes an exception and traps to the hypervisor

– e.g. Type 1 Hypervisor
» http://www.vmware.com/products/vsphere-hypervisor/
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RequirementsRequirements

Prior to 2005 several academic projects in the 1990s led to
commercial products by introducing Type 2 Hypervisor

They are just user programs that "interprets" the machine's 
instruction set, which also creates a virtual machine

We put "interprets" in quotes because chunks of code are processed in 
a certain way and then cached and executed directly to improve
performance

– e.g.
» http://www.vmware.com/products/workstation/
» https://www.virtualbox.org/
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The OS running on top of the hypervisor in both cases is called
the Guest OS

In the case of a Type 2 hypervisor, the OS running on the 
hardware is called the Host OS

As said, some Type 2 hypervisors translate the binary programs of
the guest operating system block by block, replacing certain
control instructions with hypervisor calls

The translated blocks are executed and cached for subsequent use
– Complete “a priori” code translation is not possible due to IP rights!

A different approach to handling control instructions is to
modify the guest operating system to remove them

This approach is not true virtualization, but paravirtualization
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ParavirtualizationParavirtualization

Both type 1 and type 2 hypervisors work with unmodified guest
operating systems, but have to jump through hoops to get
reasonable performance

A different approach that is becoming popular (also on the 
embedded domain) is to modify the source code of the guest
operating system so that, instead of executing sensitive 
instructions at all, it makes hypervisor calls

In effect the guest operating system is acting like a user
program making system calls to the OS (i.e. the hypervisor)

When this route is taken, the hypervisor must define an interface 
consisting of a set of hypervisor calls that guest OS can use

This set of calls forms what is effectively an API (Application
Programming Interface) even though it is an interface for use by
guest OS, not application programs
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ParavirtualizationParavirtualization

Going one step further, by removing the sensitive instructions
from the OS and just having hypervisor calls to get system 
services, we have turned the hypervisor into a microkernel

A guest OS from which sensitive instructions have been
intentionally removed is said to be paravirtualized

e.g.
– http://www.sysgo.com/products/pikeos-rtos-and-virtualization-concept/
– http://www.xtratum.org/
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ParavirtualizationParavirtualization

The main reason the first hypervisors emulated the complete 
machine was the lack of availability of source code for the 
guest OS or the vast number of same OS variants

The future approach is to have a standardized microkernel and/or 
hypervisor API with OSs designed to call it instead of sensitive 
instructions

An example is the VMI (Virtual Machine Interface) that forms a low-
level layer that interfaces with the hardware or hypervisor

– These API are generic and not tied to specific HW or hypervisor
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OtherOther thanthan the the CPUCPU……

A lot of other issues should be analyzed to fully understand
virtualization technologies

Memory Virtualization
I/O Virtualization
Virtual Appliances
Virtual Machines on Multicore CPUs
Licensing Issues
…

In particular
Modern Operating Systems (4th edition, 2014), A. Tanenbaum

– Chapter 7, Virtualization and the Cloud
» 7.5 ARE HYPERVISORS MICROKERNELS DONE RIGHT?


