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Spacecraft OnBoard Interface Services 

(SOIS) 

• CCSDS standard 

– CCSDS Consultative Committee for Space Data Systems:  

• is a multi-national forum for the development of communications and data 

systems standards for spaceflight 

• Goal 

– Identify a set of common communications services for space avionics 

– Standardise the interfaces between items of spacecraft equipment 

• Sensors 

• Actuators 

• Generic spacecraft functions (Mass Memory, TM/TC, Time) 

• Benefits 

– Insulation of application SW  from the specific and particular spacecraft 

implementation 

– Improve the reuse of SW with little or no changes 



SOIS Concepts 

• General spacecraft architecture 

– Several type of subnetwork 
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SOIS Concepts 

• General spacecraft architecture 

– Several type of subnetwork 

• Abstraction by the nature of subnetwork 

– Providing a common interface to the upper layer to interact with a 

standard set of onboard data services 

• Often node have very poor computational resources 

– Rare is combination into a single heterogeneous network with routing 

between them 

– Not all the node can implement the full protocol stack 
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SOIS Layered View 
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SOIS Layered View 
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The Application Layer contains the Mission 

Specific Application, i.e. the Users of SOIS services 



SOIS Layered View 
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The Application Support Layer provides the 

capability commonly required in a spacecraft data 

system 



SOIS Layered View 
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The Transfer Layer provides Transport an Network 

Layer. They perform: 

• Routing of packet between different subnetworks 

• Addressing of data system attached to the 

subnetwork 

They are optional in SOIS architecture 



SOIS Layered View 
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The Subnetwork Layer provides: 

• access to the data link medium 

• SOIS Services to be mapped over underlying 

data link 



SOIS Layered View 
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Means that all service access point 

are accessible by users at every level.  

REMINDER:  

not every subnetwork node can have 

the resources to implement the full 

stack 



SOIS Layered View 

11 

Service Access Point 



SOIS Layer - Deployment 
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All 

communication 

are supported by 
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Limited device 

computational 
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No device 

computational 

resources.  

(Sensors, 

actuators) 

 

No SOIS stack 

implementation 

Asymmetrical 

communication 
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Subnetwork Layer 

• Provides a set of subnetwork services 

– They have the same interface regardless of the addressed data link 

• If multiple data link are available to the users, multiple instance 

of subnetwork services are provided 

– Data link selection is performed by selecting the subnetwork service 

instance 

• Doesn’t require un underlying layer 
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Subnetwork Layer 

• Provides a set of subnetwork services 

– They have the same interface regardless of the addressed data link 

• If multiple data link are available to the users, multiple instance 

of subnetwork services are provided 

– Data link selection is performed by selecting the subnetwork service 

instance 

• Doesn’t require un underlying layer 
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Convergence functions 

• They are the necessary functionality that, with those provided 

by the data link, build the subnetwork service: 

– Redundancy 

• Switching (automatic) between equivalent data link 

– Integrity 

• Discards Data Units with detected errors 

– Retry  (No-error Delivery guarantee) 

• Resends PDUs that are no received at the other end (loss or error) 

• Discard  duplicated PDUs 

– Segmentation 

• Breaks large data units into segments of data can be transferred using the 

selected data link 

– Prioritisation 

• Guarantees the transmission in priority order 

– Resource Reservation (Deliver in Time Guarantee) 
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Convergence functions - overview 
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Subnetwork Layer Services 

• Services List: 

– Packet Service 

– Memory Access Service 

– Synchronisation Service 

– Device Discovery Service 

– Test Service 
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Subnetwork Layer Services  -  1/3 

• Packet Service 

– Supports the transfer of data packets over a single subnetwork 

• Supports the multiplexing of multiple network protocols 

• Supports priority 

• Supports Quality of Service 
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QoS 

Time 

Assurance 

No Error 

Assurance 

Best Effort NO NO 

Assured NO YES 

Reserved YES NO 

Guaranteed YES YES 



Subnetwork Layer Services  -  2/3 

• Memory Access Service 

– Provides the capability 

• Reading data from a memory location in a device 

• Writing data to a memory location in a device 

 

– Is an Asymmetric Service 

 

– The device can only be connected 

• Directly to a data system 

• Sharing a common bus with the data system 
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Subnetwork Layer Services  -  3/3 

• Synchronisation Service 

– Informs the subnetwork user of events within the subnetwork 

• Asynchronous event (subnetwork configuration changing) 

• Synchronous event (time notification) 

• Device Discovery Service 

– Detects devices becoming active 

• Switch on of a cold redundant device 

• Test service 

– Checks data system functionality and connectivity of subnetwork 
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Application Support Layer 

• Goal 

– Offer a suite of services to the User Application Layer 

– Isolate the user applications from the underlying topology and 

communications architecture of the spacecraft 

– Make use of the Subnetwork Layer services either locally or 

remotely 

• Suite of services 

– Command and data Acquisition Service 

– Access to the Onboard time 

– Communication between application hosted everywhere onboard 

– Files and Packets Management and transfer 

– Support for dynamic spacecraft configuration (DES) 
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Application Support Layer 

• Goal 

– Offer a suite of services to the User Application Layer 

– Isolate the user applications from the underlying topology and 

communications architecture of the spacecraft 

– Make use of the Subnetwork Layer services either locally or 

remotely 

• Suite of services 

– Command and data Acquisition Service 

– Access to the Onboard time 

– Communication between application hosted everywhere onboard 

– Files and Packets Management and transfer 

– Support for dynamic spacecraft configuration (DES) 
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Command and Data Acquisition Services 

• Provide a low-overhead access method for spacecraft hardware 

devices 

– Regardless of location  

across a subnetwork 

– Regardless of protocols  

associated with a subnetwork 

– Provide a virtual device  

view to upper layer 

– Mapping of virtual device  

to physical device 
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Device Virtualisation 

• Provides a Virtual Version of a single physical device 

– Expose functional interface 

– Implements the “on-the-wire” protocol through the underlying layered 

architecture 

• The interface exposed is based on 

– COMMAND operation:  

• modification of a single specified parameter 

– ACQUIRE operation: 

• Acquisition of the current value of a specified parameter 

– Each parameter can be composed of a set of fields 

– Each parameter has an engineering profile to perform conversion 

• A virtual device is defined by 

– A list of valid command operation with related parameters 

– A list of valid acquire operation with related parameters 
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Layering for device virtualisation 

• Device Abstraction Control Procedure (DACP) 

– Map Functional Interface onto device-specific interface 

by a set of control procedures 

• State machine  

– Start a sequence of device access to provide a functionality 

• Raw value conversion to engineering unit 

• Device-specific Access Protocol (DAP) 

– Map device-specific interface onto the subnetwork 

services by a protocol engine. 

• Subnetwork-specific protocols 

– Transfer data to and from devices using specific 

subnetwork protocol 

• Packet Service 

• Memory Access 
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Standard Virtual Device 

• Standardisation of Device Virtualisation 

– It’s the natural evolution for SOIS implementation 

– Creation of a generic device image for every device of similar type with 

the common device function 

– Allow replacement of physical devices of the same type without 

affecting the application that use them 

– Allow Application portability 

– Simple Example 

• If you connect an Hard Disk or a flash drive to a pc, you can use the same 

interface regardless of physical implementation 
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Command and Data Acquisition Services 
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Needs of different protocol SOIS Service Providing 



Command and Data Acquisition Services 

• Contains the following basic services: 

– DDPS – Device Data Pooling Services 

maintains an image of the states of devices 

– DVS – Device Virtualization Service 

Provides a reference to a device using a virtual image of a physical 

device 

– DAS – Device Access Service 

provides basic reading and writing operation from and to devices 
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Device Data Pooling Services (DDPS) 

• Maintains an image of the states of device 

– A service user can access the state of device’s value without having to 

generate an explicit data acquisition for the real device 

– Avoidance of data acquisition repetition, thereby traffic ruduction 

• The acquisition can take two form: 

– Periodical acquisition of data from device 

– The device asynchronously emits data 

• Functions exported 

– Start and stop of acquisition service 

– Add and remove of a device’s value inside datapool 
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Device Virtualization Service (DVS) 

• Provides a reference to a device using a virtual image of a 

physical device 

– Abstraction to the physical access mechanism to interact with the 

device 

• Functions exported 

– Commanding providing as parameter 

• Virtual Device ID, value ID, command value 

– Data Acquisition providing as parameter 

• Virtual Device ID, Data ID 

– This service translate the virtual device ID in a physical device ID 

• Provides Device Abstraction Control Procedure (DACP) 

– Map Functional Interface onto device-specific interface 

• Every devices of the same class, can be commanded in the 

same manner.(if standardised) 
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Device Access Service (DAS) 

• Provides basic reading and writing operation from and to 

devices 

– Abstraction from the physical location and electrical interface 

• Functions exported 

– Command a device (write) providing as parameter 

• Physical Device ID, command ID, command parameter 

– Acquire value from device (read) providing as parameter 

• Physical Device ID, Data ID 

– This service translate the physical device ID in order to determine the 

physical location and the DAP 

• The DAS provides Device-specific Access Protocol (DAP) 

– A DAP maps information associated with the request onto functionality 

of the protocol 
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Command and Data Acquisition Services 

relationship 
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Command and Data Acquisition 
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Application Support Layer 

• Goal 

– Offer a suite of services to the User Application Layer 

– Isolate the user applications from the underlying topology and 

communications architecture of the spacecraft 

– Make use of the Subnetwork Layer services either locally or 

remotely 

• Suite of services 

– Command and data Acquisition Service 

– Access to the Onboard time 

– Communication between application hosted everywhere onboard 

– Files and Packets Management and transfer 

– Support for dynamic spacecraft configuration (DES) 
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Time Access Service  1/2 

• Provides a consistent interface to a local time source 

• The local time source is correlated with centrally mantained 

master spacecraft time 

– Time distribution is addressed by the underliyng Subnetwork 

Synchronisation Service 
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Time Access Service  2/2 

• Every spacecraft with more than one data processing system 

needs a time access service 

• Local time source  

– is a free-running hadrware counter 

• Master time source 

– Is the reference time for all the onboard operations 

– Is even a free running hardware counter but driven by a precise and 

with high stability oscillator 
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Application Support Layer 

• Goal 

– Offer a suite of services to the User Application Layer 

– Isolate the user applications from the underlying topology and 

communications architecture of the spacecraft 

– Make use of the Subnetwork Layer services either locally or 

remotely 

• Suite of services 

– Command and data Acquisition Service 

– Access to the Onboard time 

– Communication between application hosted everywhere onboard 

– Files and Packets Management and transfer 

– Support for dynamic spacecraft configuration (DES) 
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File and Packet Store Services (FPSS) 

• Provides access to the spacecraft storage system 

– Access  (Read & Write, Open & Close) 

– Management (Rename, Delete,…) 

– Transfer (Copy, Raname, …) 

• A File and Packet Store System comprises: 

– A memomry element in which files or packets reside  (Data Storage) 

– A set of functionality for managing files and packets (File System) 

• SOIS FPSS categories of services for File and Packet Store 

– Access Service (FAS, PSAS) 

– Management Service (FMS, PSMS) 
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FPSS Deployment  1/3 
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Local File System and Remote Data Sorage 



FPSS Deployment  2/3 
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Remote File System and Data Sorage 



FPSS Deployment  3/3 
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Remote File System and Remote Data Sorage 



Application Support Layer 

• Goal 

– Offer a suite of services to the User Application Layer 

– Isolate the user applications from the underlying topology and 

communications architecture of the spacecraft 

– Make use of the Subnetwork Layer services either locally or 

remotely 

• Suite of services 

– Command and data Acquisition Service 

– Access to the Onboard time 

– Communication between application hosted everywhere onboard 

– Files and Packets Management and transfer 

– Support for dynamic spacecraft configuration (DES) 
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Message Transfer Service 

• Provides application-to-application message exchange 

– Asynchronous communication 

– Bounded latency 

– Multicast and broadcast sending 

– Every user is identified by a «MTS Node Identifier» 

– Priority message exchange 
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Application Support Layer 

• Goal 

– Offer a suite of services to the User Application Layer 

– Isolate the user applications from the underlying topology and 

communications architecture of the spacecraft 

– Make use of the Subnetwork Layer services either locally or 

remotely 

• Suite of services 

– Command and data Acquisition Service 

– Access to the Onboard time 

– Communication between application hosted everywhere onboard 

– Files and Packets Management and transfer 

– Support for dynamic spacecraft configuration (DES) 
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Device Enumeration Service 

• Provides support for dinamic spacecraft configuration 

 

• Insertion of a new device 

– Assign a syste-wide unique virtual device identifier 

• Removal of device 

– Revoking the virtual device identifier to inhibit access 

 

• Permits an automatic dynamic discovery only if Device 

discovery service (subnetwork layer) is implemented 
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Thanks… 

49 


