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Context Definition
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Classification of the Missions
Telecommunications

• This class of missions require Geostationary (GEO) Satellites 
controlled by one Ground Station.

• Geostationary orbit (36000 km).
• The Satellite is always in contact with the Ground Station.
• HW and SW designs are usually recurrent and evolve when 

specific technological improvements are considered necessary 
for achieving higher performances (processors, memories, 
links).

• Simple operations and on-board software because the on-
board autonomy is basically not required.

• Average operative life of a Satellite is 10/12 years.
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Classification of the Missions
Telecommunications: SICRAL
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Classification of the Missions
Earth Observation

• This class of missions is characterised by one or more Low 
Earth Orbit (LEO) Satellites controlled by one or more Ground 
Stations.

• Low Earth orbit (~700 km).
• The Satellites are not always in contact with the Ground 

Stations.
• HW and SW designs are usually recurrent and evolve when 

specific technological improvements are considered necessary 
for achieving higher performances (processors, memories, 
links).

• Operations and on-board software require specific actions and 
functions implementing the on-board autonomy for both 
nominal and contingency tasks.

• Average operative life of a Satellite is 7 years.
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Classification of the Missions
Earth Observation: Copernicus Program
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Classification of the Missions
Earth Observation: S1A launch
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Classification of the Missions
Earth Observation: S1A launch/separation/deployments



10

Classification of the Missions
Earth Observation: S1A separation
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Classification of the Missions
Earth Observation: S1A mission
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Classification of the Missions
Navigation

• This class of missions is characterised by a large number of 
Medium Earth Orbit (MEO) Satellites controlled by one or more 
Ground Stations.

• Medium Earth orbit (~24000 km).
• The Satellites are not always in contact with the Ground 

Stations.
• HW and SW designs are usually recurrent and evolve when 

specific technological improvements are considered necessary 
for achieving higher performances (processors, memories, 
links).

• Operations and on-board software require specific actions and 
functions implementing the on-board autonomy for both 
nominal and contingency tasks.



13

Classification of the Missions
Navigation
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Classification of the Missions
Science & Exploration

• This class of missions is characterised by various 
combinations of Space elements (Satellites or Orbiters & 
Landers) which are designed to achieve very specific tasks and 
are controlled by one or more Ground Stations.

• The Satellites are not always in contact with the Ground 
Stations and transmission delays can be very high.

• HW and SW designs are usually very mission-specific and, 
consequently, not recurrent.

• Operations and on-board software are usually very complex 
and mission-specific and require specific actions and functions 
implementing the on-board autonomy for both nominal and 
contingency tasks.

• Average operative life is mission-specific (from days to years).
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Classification of the Missions
Science & Exploration: Rosetta Orbiter & Lander
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Classification of the Missions
Science & Exploration: ExoMars 2016



17

The Space System
Ground & Space Segments

• The full space system results from the integration of the 
Ground Segment and the Space Segment.

• The Ground Segment consists at least of the following 
elements:
– Launch & Early Orbits Phase (LEOP) & Commissioning facilities. 
– Control Ground Stations for conducting the Mission.
– User Ground Stations.

• The Space Segment consists of one or more Spacecraft or 
other kind of space element such as Orbiters and Landers.
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The Space System
Ground & Space Segments: Mission Operations

… figura da prendere dal sito CCSDS, 
nella pagina degli standard …
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Ground Segment
Functions

• Conduction of the Mission operations to satisfy the Space System
User requests: requests collection and prioritisation, requests 
planning, requests actuation.

• Nominal management of the Space Segment: on-board resources 
configuration on the basis of the planned requests, real-time 
and/or offline check of telemetries, Mission data download.

• Contingency (or not nominal) management of the Space Segment: 
failures analysis and system reconfiguration, collision avoidance 
manouvering. 

• Mission data processing for Mission Products generation and 
delivery to the final User.

• Space Segment Simulation for supporting the Operations actions 
validation.
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Ground Segment
Functions
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Ground Segment
Functions

… foto della sala di controllo di S1 …
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Ground Segment
Software

• Very large software applications: millions of SLOCs.

• Possibly geographically distributed software applications.

• Software applications can rely on ‘virtually infinite’ resources 
(processing time, memories, communication bandwidth).

• Software applications can be enhanced during the Mission.

• With the exception of a few cases, the Ground software 
applications have low criticality.



23

Space Segment
Functions

• Actuation of the Mission on the basis of the Ground operations 
commanded tasks.

• Nominal management of the Spacecraft Platform (avionics 
subsystem and other Platform subsystems).

• Nominal management of the Spacecraft Payload(s).

• Contingency (or not nominal) management of the Spacecraft 
Platform. 

• Contingency (or not nominal) management of the Spacecraft 
Payload.
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Space Segment
Software

• The Space Segment Software is generally known as On-board 
Software (OBSW) and results from the integration and 
cooperation of the software components running on the 
Spacecraft ‘intelligent’ units.

• The Avionics Software (ASW) is executed on the Spacecraft 
Management Unit (SMU; the main on-board computer) and 
manages the Platform resources, the Payload resources and 
the other subsystems resources.

• The Payload Software (PSW) is executed on the Payload 
subsystem computer and manages the Payload for 
implementing the Mission.

• The Subsystems Software (SSW) is executed on the other on-
board subsystems computers.
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Software Engineering
in the Space Domain

• ECSS Standards

• CCSDS Standards

• Software Engineering

• Software Product Quality

• Software Product Metrics

• Software Coding Rules

• Software Criticality
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ECSS Standards

• European Cooperation for Space Standardization (ECSS)

– www.ecss.nl (free registration needed)

– It is an initiative established to develop a coherent single set of user-
friendly standards for use in all European space activities.

– Currently, almost 124 standards are available covering the Project 
Management, Engineering and Space Product Assurance areas.
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CCSDS Standards

• Consultative Committee for Space Data Systems (CCSDS)

– www.ccsds.org (free access)

– It has been founded by the major space agencies of the world for the 
development of communications and data systems standards for 
spaceflight.

– Currently, almost 163 standards are available covering the Space
Internetworking Services (SIS), Mission Operations and Information 
Management Services (MOIMS), Spacecraft Onboard Interface 
Services (SOIS), System Engineering (SEA), Cross Support Services 
(CSS), Space Link Services (SLS) areas.
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Software Engineering

• Software engineering in the european space context is mainly 
driven by the «Space Engineering: Software», ECCSS-E-ST-40C 
(6 March 2009) standard:
– Software-related system requirement process.
– Software management process.
– Software requirements and architecture engineering process.
– Software design and implementation engineering process.
– Software validation process.
– Software delivery and acceptance process.
– Software verification process.
– Software operation process.
– Software maintenance process.
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Software Engineering

• The software life cycle foresees the following set of formal 
reviews:
– System Requirements Review (SRR).
– Software Requirements Review (SWRR), optional.
– Preliminary Design Review (PDR).
– Detailed Design Review (DDR), optional.
– Test Readiness Review (TRR), optional.
– Critical Design Review (CDR).
– Qualification Review (QR).
– Acceptance Review (AR).
– Operational Readiness Review (ORR).
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Software Engineering
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Software Engineering
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Software Engineering
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Software Engineering



34

Software Engineering
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Software Engineering
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Software Engineering
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Software Product Quality

• Software product assurance in the european space context is 
mainly driven by the «Space Product Assurance: Software 
Product Assurance», ECCSS-Q-ST-80C (6 March 2009) 
standard:
– Space system software product assurance principles.
– Software product assurance programme implementation.
– Software process assurance.
– Software product quality assurance.
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Software Product Metrics

• The software quality is measured by computing a set of metrics 
falling in the following classes:
– Function Scope Metrics
– Module Scope Metrics
– Application Scope Metrics

• On project basis, the set of applicable metrics and the 
acceptable ranges are negotiated and agreed between the 
Customer and the Software Supplier.
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Software Product Metrics
Function Scope

• Number of:
– executable code lines
– comment lines
– preprocessor statements
– executable statements
– comment lines before
– local variables
– parameters
– ‘break’ in loops/switch
– case labels
– return statements

– destructuring statements
– decisions
– loops
– maximum nesting level
– cyclomatic number
– design complexity
– calls
– callers



40

Software Product Metrics
Module Scope

• Number of:
– empty lines
– comment lines
– preprocessor statements
– total lines
– code lines
– statements
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Software Product Metrics
Application Scope

• Number of:
– total lines
– code lines
– empty lines
– comment lines
– preprocessor statements
– functions
– statements
– call graph recursions
– call graph depth
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Software Coding Rules

• In general, the ‘uncontrolled’ usage of the programming 
language capabilities can lead to undesired code behaviours.

• Moreover, the development of the on-board software imposes 
some restrictions on the usage of a set of capabilities which 
could imply a ‘non deterministic’ behaviour.

• In some cases, a subset of the language is selected for 
avoiding ‘by design’ the usage of the forbidden constructs (for 
example, for the Ada language, the Ravenscar Profile has been 
defined).

• In all cases, a set of standard coding rules together with a set
of ‘proprietary’ coding rules are identified and statically 
checked (for example, the MISRA rules for the C language).
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Software Criticality

• The Software Criticality Analysis (SCA) is aimed at identifying 
the software components the erroneous behaviour of which 
can compromise or degrade the Mission, or even endanger 
human life.

• The SCA results are used to apply engineering measures to 
reduce the number of critical software components and 
mitigate the risks associated to them.

• The ECSS-E-ST-40C and ECSS-Q-ST-80C standards define 4 
software criticality categories for driving the software life cycle 
activities.
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Software Criticality
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On-Board Software

• On-board Software: What for?

• On-board Software Functions

• Avionics Software Functions

• On-board Software Design Principles

• On-board Software Layering
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On-board Software: What for?
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On-board Software Functions

• By On-Board Software (OBSW) it is intended all the software 
flying on a Spacecraft.

• Typically, the OBSW is partitioned in:

– Avionics Software (ASW) is executed on the Spacecraft Management
Unit (SMU; the main on-board computer) and manages the Platform 
resources, the Payload resources and the other subsystems resources.

– Payload Software (PSW) is executed on the Payload subsystem 
computer and manages the Payload for implementing the Mission.

– The Subsystems Software (SSW) is executed on the other on-board 
subsystems computers.
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Avionics Software Functions

• Spacecraft Mode Management

• Attitude & Orbit Control

• Thermal Control Management

• Electrical Power Management 

• Payloads Management 

• Failure Detection, Isolation & Recovery

• Standard PUS Services
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Avionics Software Functions
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Spacecraft Mode Management

• During its lifetime, a Spacecraft evolves through a set of well 
defined operative modes, classified in:
– Nominal modes.
– Contingency modes.

• The operative mode management is performed by the 
Spacecraft Mode Management, in charge of:
– Actuating the autonomous or commanded mode transitions and by 

asserting the configuration of the destination mode.
– Checking that the mode keeping conditions are confirmed.

• This application is usually based on an engine able to use the 
mode transitions configuration (pre-conditions, transition 
actions, post-conditions) stored in a table.
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Attitude & Orbit Control

• The Spacecraft attitude and orbit position are vital for every 
Mission.

• The ASW provides specific functions for assuring that the 
required attitude and position precision is maintained during all 
the Mission phases.

• The main purposes of these functions are:
– Closed loop control based on a AOC mode-dependent set of sensors 

(star trackers, GPSs, gyroscopes, magnetometers, …), control laws and 
set of actuators (thrusters, reaction wheels, magnetotorquers, …).

– Coarse orbit determination.
– Precise orbit determination.
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Thermal Control Management

• Spacecraft thermal control is required because:

– Electronic and mechanical equipment usually operate efficiently and 
reliably only within relatively narrow temperature ranges.

– Most materials have non-zero coefficients of thermal expansion and 
hence temperature changes imply thermal distorsion. This is especially 
true for payloads and instruments requiring a very high structural 
stability (for example, optical payloads, and also star trackers used for 
attitude determination).

• The ASW implements the thermal control function by means of 
thermal control loops which properly configure the on-board 
heaters according to the acquired temperatures.



53

Electrical Power Management

• The provision of electrical power for Spacecraft is the most 
fundamental requirement. A power system failure is, for sure, a 
Mission loss cause.

• A power system consists of:
– A ‘primary energy source’ in charge of converting a ‘fuel’ into electrical 

power.
– A ‘secondary energy source’ in charge of storing energy and deliver it 

on Spacecraft loads request.
– A ‘power control and distribution network’ in charge of delivering the 

appropriate voltage-current levels to all Spacecraft loads when required.

• The ASW provides software function to coordinate the action of 
the above elements.
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Payloads Management

• One of the main ASW tasks is the management of the Mission-
specific Payloads.

• In this context, the typical functions are:
– Payload configuration.
– Payload commands check and delivery.
– Payload telemetry acquisition and real-time downlink and/or on-board 

storage.
– Payload continuous monitoring for assuring the nominal behaviour and 

prevent permanent damages which could lead to the Mission loss.
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Failure Detection, Isolation & Recovery

• The Failure Detection, Isolation and Recovery (FDIR) is a 
transversal on-board function in charge of:
– Detecting and confirming the occurrence of an on-board failure.
– Triggering the actions for isolating the failure and limiting its impacts on 

the Spacecraft service nominal delivery.
– Triggering the execution of the re-configuration actions in charge of 

taking the system to a new stable nominal status.

• The design of the FDIR logic originates from the FMECA/HSIA 
analyses performed at system and subsystem levels and is 
aimed at:
– Mapping all the potential faults onto a set of well defined monitoring 

criteria with their input on-board parameters and confirmation criteria.
– Defining the proper reactions to be associated to the occurrence of the 

failures.
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Standard PUS Services
General

• The «Space Engineering: 
Telemetry and 
Telecommand Packet 
Utilization» standard 
(ECSS-E-ST-70-41C, to be 
issued) provides the 
specification of a set of 
standard on-board services.

• These services are intended 
to support the Applications 
in the Avionics, Payloads 
and ‘intelligent’
subsystems/instruments.

• This set of services can be 
tailored and configured to 
cope with the specific 
Mission.
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Standard PUS Services
General

• A restricted set of PUS 
services is, in fact, 
mandatory due to the 
functions they provide (PUS 
1 and PUS 3, for example).

• At service level, some 
capabilities are mandatory, 
others are selected 
according to the specific 
Mission needs.
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Standard PUS Services
PUS 1 Service

• The ‘Request Verification Service’ is actually a 'protocol 
service' for managing the incoming TC packets.

• This service is in charge of:
– Receiving the TC packets, checking their integrity, verifying the validity 

of the on-board destination, dispatching them.
– Managing the start of TC execution.
– Managing the progress of TC execution.
– Managing the completion of the TC execution.
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Standard PUS Services
PUS 2 Service

• The ‘Device Access Service’ provides the capability of 
distributing commands to and acquiring data from the on-board 
devices. The corresponding services rely on the low-level 
device communication mechanisms, hence they do not require 
any device-specific application level protocol.

• The following capabilities are supported:
– On/off device commands
– Register load commands and register contents acquisition
– CPDU commands distributed by software
– Physical device low-level commands for configuration and actuation
– Physical device low-level commands for data acquisition
– Logical device low-level commands for configuration and actuation
– Logical device low-level commands for data acquisition
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Standard PUS Services
PUS 3 Service

• The ‘Housekeeping & Diagnostic Reporting Service’ provides 
means to control and adapt the spacecraft reporting plan 
according to the mission phases.

• The housekeeping service type provides the visibility of any 
on-board parameters assembled in housekeeping/diagnostic 
parameter report structures as required for the mission. The 
parameter report structures can be predefined on-board or 
created when needed.

• The following capabilities are supported:
– Housekeeping reporting.
– Diagnostic reporting.
– Parameter functional reporting (mode-dependent observability).
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Standard PUS Services
PUS 4 Service

• The ‘Parameters Statistics Reporting Service’ provides the 
capability to evaluate statistics on-board for a list of on-board 
parameters.

• The maximum, minimum, mean and standard deviation values 
of each of these on-board parameters during a time interval is 
reported to the ground system.

• This service type is especially appropriate for missions with 
limited Ground coverage (e.g. low Earth orbiter), where a 
statistics report can be used to provide a summary of the 
behaviour of parameters during the previous period of "no 
contact".
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Standard PUS Services
PUS 5 Service

• The ‘Event Reporting Service’ provides the capability to report 
information of operational significance which is not explicitly 
provided within the provider-initiated reports of another 
service.

• The service covers the requirements for reporting of the 
occurences of events such as:
– Initiation, progress and completion of activities initiated either from 

ground or autonomously on-board.
– Nominal on-board events.
– Hardware device built-in test results.
– On-board failures and anomalies.

• This service, when properly configured together with PUS 12 
and PUS 19 services, contributes to the implementation of the 
FDIR logic.
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Standard PUS Services
PUS 6 Service

• The term "memory" is used to logically refer to any physical or 
virtual memory area which exists on-board the spacecraft 
(EEPROM, RAM, mass memory unit, …).

• The ‘Memory Management Service’ provides the capability for 
loading, dumping and checking the contents of these memories 
without precluding that the same memory is used by more than 
one memory management service or that overlapping 
memories are used on-board.

• Also means for protecting the memories are foreseen to cope 
with inadvertent write operations.



64

Standard PUS Services
PUS 9 Service

• The ‘Time Management Service’ provides capabilities related to 
the generation of time reports.

• All spacecraft maintain a spacecraft time reference, which can 
be downlinked in time reports. The ground segment can 
perform a correlation between the reported spacecraft time and 
the UTC (coordinated universal time) used by the ground 
segment. This correlation enables the ground system to 
reconstitute accurately the on-board time of other information 
reported by the spacecraft, such as the time of occurrence of 
an event.
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Standard PUS Services
PUS 11 Service

• The ‘Time-based Scheduling Service’ provides the capability to 
command on-board application processes using requests 
pre-loaded on-board the spacecraft and released at their due 
time.

• This service implements an on-board scheduler able to trigger 
the execution of a time-tagged telecommand (TT-TC) when the 
on-board time is close (according to a pre-defined precision) to 
the TT-TC release time.

• The full set of TT-TCs is stored in the Time-based Schedule and 
can be organised in a logical way to facilitate dei management 
(deletion, time-shift, …).
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Standard PUS Services
PUS 12 Service

• The ‘On-board Monitoring Service’ provides the capability to 
monitor on-board parameters or groups of parameters and 
react to the violations of the related monitoring conditions by 
raising events. The resulting event reports can be sent to 
ground and caught on-board.

• Indeed, this service implements the ‘check & confirmation’ of a 
failure.

• This service also supports the functional monitoring (mode-
dependent monitoring).

• This service, when properly configured together with PUS 5 
and PUS 19 services, contributes to the implementation of the 
FDIR logic.
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Standard PUS Services
PUS 13 Service

• The Ground-to-Space protocol implementations usually limit 
the maximum length of the CCSDS telemetry and telecommand 
packets that can be transferred on the downlink and uplink of a 
Spacecraft. These limits are frequently less than the maximum 
packet size supported by the definition of the CCSDS packet 
format.

• The ‘Large Packet Transfer Service’ implements the protocol 
used to split a large packet into smaller packets, each 
containing a part of the large packet. The smaller packets can 
be transferred between Ground and Space, and the large 
packet can be reconstructed from its parts at the receiving end.
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Standard PUS Services
PUS 14 Service

• The ‘Real-time Forwarding Control Service’ provides the 
capability to control the forwarding to Ground of reports 
(verification reports, responses and data) generated by on-
board services. The reports are forwarded to Ground within a 
real-time telemetry channel.

• The forwarding of the telemetry packets is regulated by a set of
conditions usually based on the identifier of the telemetry on-
board source and on the type of telemetry (event, cyclic, 
report).
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Standard PUS Services
PUS 15 Service

• The ‘On-board Storage & Retrieval Service’ provides the 
capability to:
– Select reports generated by other on-board services and store them in 

packet stores.
– Allow the Ground system to manage the reports in the packet stores 

and request their downlink.
• The capability to store telemetry packets on-board and dump 

them, on request, to the Ground is especially appropriate under 
the following circumstances:
– When Ground station coverage is intermittent or when real-time 

telemetry bandwith is limited. In this case, the on-board storage capacity 
is sized to store all packets generated on-board for spacecraft 
monitoring and control purposes, for a duration at least equal to the 
longest non-coverage period plus a mission-dependent margin.

– To recover lost packets, also for missions with continuous coverage.



70

Standard PUS Services
PUS 17 Service

• The ‘Test Service’ provides the capability to activate test 
functions implemented on-board and to report the results of 
such tests.

• The following capabilities are provided:
– ‘are you alive’ test.
– ‘end-to-end’ connection test.
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Standard PUS Services
PUS 18 Service

• The ‘OBCPs Management Service’ provides the means to 
extend the on-board functional capabilities by uploading the so 
called on-board command procedures.

• The ECSS-E-ST-70-01C standard specifies the requirements 
applicable to:
– This service.
– The OBCPs development environment.
– The OBCPs life cycle in all the applicable contexts (engineering, testing, 

mission operations).

• This topic will be treated with a specific presentation.
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Standard PUS Services
PUS 19 Service

• The ‘Event/Action Management Service’ provides the capability 
to associate an on-board action to an on-board event in such a 
way the action is started on the occurrence of the event 
(generated by the PUS 5 service).

• The on-board action can be:
– A single telecommand.
– A telecommand sequence.
– An OBCP.
– A software function.

• This service, when properly configured together with PUS 5 
and PUS 12 services, contributes to the implementation of the 
FDIR logic.
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Standard PUS Services
PUS 20 Service

• The ‘On-board Parameters Management Service’ provides 
capabilities for managing on-board parameters, including 
reading current values, setting new values and redefining 
parameter locations and properties.

• This service allows a ‘logical’ access to on-board parameters 
by managing the mapping between the on-board parameter 
identifier (tag) and its mapping to the corresponding memory 
location.
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Standard PUS Services
PUS 21 Service

• The ‘Requests Sequencing Management Service’ provides the 
capability to manage the release of an on-board sequence of 
requests. It also provides capabilities for the loading, control
and reporting of on-board sequences.

• An on-board sequence consists of a sequential list of 
telecommands with a time delay between each pair of 
consecutive telecommands.

• Note: this service is the ‘light’ version of the PUS 18 service.
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Standard PUS Services
PUS 22 Service

• The ‘Position-based Scheduling Service’ provides the 
capability to command on-board application processes using 
requests pre-loaded on-board the spacecraft and released at 
their due orbit position.

• This service implements an on-board scheduler able to trigger 
the execution of a position-tagged telecommand (PT-TC) when 
the Spacecraft orbit position is close (according to a pre-
defined precision) to the PT-TC release position.

• The full set of PT-TCs is stored in the Position-based Schedule 
and can be organised in a logical way to facilitate dei 
management (deletion, position-shift, …).
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Standard PUS Services
PUS 23 Service

• The ‘File System Management Service’ provides the capability 
to manage on-board file systems and files.

• The file systems can be ‘flat’ or ‘structured’.

• This file provides also the capability of transferring files from 
Ground to Space (uplink) and from Space to Ground 
(downlink). The ECSS-E-ST-70-41C standard does not impose 
any lower level protocol for transferring the files, even if the de-
facto protocol is the CCSDS File Delivery Protocol (CFDP).

• This topic will be treated with a specific presentation.
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OBSW Design Principles

• Tailorability. The selection of the software functions applicable 
to a specific Mission. This allows the total or partial reuse
requirements, architectural/detailed design, source code, 
unit/integration test campaign, validation test campaign, 
qualification test campaign.

• Adaptability. A stable and well-know architectural framework 
has to established in order to be able to add Mission-specific 
functions with a reduced effort.

• Configurability. It is aimed at defining all the mission-specific 
data. This activity relies on the utilization of the TM/TC 
database and on a set of Electronic Data Sheets (EDS) from 
which it is possible to automatically generate the configuration
source files.
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OBSW Design Principles

• Maximize the mission-independency  Identification and 
isolation of mission-independent ‘aspects’ (functions, 
configuration data, non-functional requirements).

• Promote building blocks interchangeability  Definition of 
standard on-board software building blocks interfaces.

• Promote the abstraction of the on-board functions  The 
usage protocol of an on-board function has to be, as far as 
possible, not dependent on how the function is realized in 
terms of on-board resources, redundancy & recovery 
management, on-board network topology.
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OBSW Design Principles

• Promote the abstraction of the on-board resources  The 
devices (sensors, actuators, units of various complexity) need 
to be characterized in terms of standard capabilities (produced 
data, configuration/actuation commands) with no reference to 
the data and command formats, the physical links, the 
communication protocols and the system topological issues.
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OBSW Layering
80

Mission logic management, including System- level 
FDIR logic. No reference to System topology and 
devices & physical links details.

On-board assemblies management, including 
assembly-level FDIR logic. Only reference to 
virtual devices.

Packet Utilization Standard (PUS) services. No 
dependence on devices and physical links. Provides 
general services and also support to FDIR logic 
implementation at both System level and Assembly 
level.

Among the others, it provides the device 
virtualization service and the data pooling 
service. It does abstract the devices with 
respect to physical location, command & data 
formats, protocols details, physical links details.

This optional layer applies in case of distributed 
architectures and allows the usage of ‘remote’
nodes and devices.

Manages the physical devices by implementing the 
communication protocols over the associated physical 
links.
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