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Single Processor Architectures

Single processor architectures use some kind of parallelism to provide better 
performance, for example:

• Pipeline execution:

• Super Pipeline Execution:

• Super Scalar Execution:

• VLIW
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Single Processor Performance
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Why the grow rate suddenly decreased?  There are three main reasons!!

Moore’s Law:
“The number of transistors 
on a semiconductor will 
double every two years”

The higher the frequency 
the higher the performance.



Increasing the frequency led to more powerful processors but, at the same 

time, power consumption reached unsustainable values (POWER WALL).

𝑃𝑜𝑤𝑒𝑟 = 𝑐 𝑓 𝑢2

𝑐 : capacity load;

𝑓 : frequency (clock rate);

𝑢 : voltage;

The first reason…Power Consumption



𝑃 = 𝑐 𝑓 𝑢2

With the earlier transistor 

technology improvements 

was possible reduced the 

voltage requirement but 

further voltage lowering are 

hard to realize so the clock 

rate cannot be much more 

increased (This is the end of 

Dannard's Scaling law).

The first reason…Power Consumption
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The memory access latency has not keep pace with processor speed. This means that 

CPUs have to stall many times waiting for the operations involving the memory 

(MEMORY WALL).

The last reason is represented by the difficulty of finding enough parallelism in a single 

instruction stream to keep a high-performance single-core processor busy (ILP WALL).

The other reasons



Multi-processor and Multi-core

 Symmetric Multi-processor:

- A computer system with at least two processors

- The processors are seen as interchangeable units
• All processors have access to the same 

memory units and devices
• All processors see a single logical memory

- All processors are connected at a common point 

• Typically the memory bus

 Symmetric Multi-core:

- Several processors integrated on the same 

integrated circuit (chip)

- Has, compared to SMPs, the advantages of 
locality 
• All processors are connected at a common 

point 



+ Integrating more smaller cores can provide better performances, limiting the power consumption;

+ Each processor core can be individually powered off;

+ Each core can run at its own frequency and voltage; 

+ Easier to have a good load balance across the die; 

+ Lower die temperature and consequently more reliability.

– New challenges in building architectures and writing software;

– Communication latency and overhead; 

– Communication bandwidth;

– Synchronization;

– Memory hierarchy (e.g cache) needs to kept coherent;

– Network topology can easily become the bottleneck.

Advantages and drawbacks 



From multi to many-core

 Many-core architectures:

• Processors with tens to hundreds of core;

• The cores are usually simpler;

• Interconnect Network requires better solution 
than the memory bus:

• Crossbar Switch

• Mesh Topologies 

• Toroidal (Torus) Topologies 

• Hypercube Topologies



Speedup (S)

It can be defined as the improvement in execution time 
when increasing amount of parallelism

Or sequential execution time (Ts) over 
parallel execution time (Tp)

𝑆 =
𝑇𝑠

𝑇𝑝

If  𝑇𝑝=
𝑇𝑠

𝑃
using P cores, then 

𝑆 =
𝑇𝑠

𝑇𝑝
= 𝑃



Amdahl’s law can be used to predict the theoretical maximum speedup possible when 

using multiple processors. It states that the Speedup has an upper bound due to the 

inherently sequential parts.

𝑆 =
1

1 − 𝑋 +
𝑋
𝑃

𝑋: the portion of the execution that can be improved by using parallelism

𝑃 : the number of processor(core) used

Amdahl’s law



If it is supposed to have the possibility to increase to infinity the level of parallelism 

and then the number of processor, the speedup reaches an upper bound:

lim
𝑃→∞

𝑆 = lim
𝑃→∞

1

1 − 𝑋 +
𝑋
𝑃

=
1

1 − 𝑋

Some limitations:

• The problem size is fixed (Amdahl’s law 

is even know as the fixed size model)

• It does not consider overhead

Amdahl’s law



Gustafson’s law does not agree with the assumption of Amdahl’s law. It states that 

more powerful machines have to work on larger problem and problem size has to scale 

up with the increasing of the computing capability.

Assumption:

• Portion X is not fixed

• Absolute serial time is fixed

• Invariants:
• Fixed serial time (s of total)

• Fixed parallel time (1-s of total)

Gustafson’s law



Assumption:

• Portion X is not fixed

• Absolute serial time is fixed

• Invariants:
• Fixed serial time (1-s of total)

• Fixed parallel time (s of total)

𝑆 =
𝑇𝑠

𝑇𝑝
=
(1 − 𝑠) + 𝑃𝑠

1 − 𝑠 + 𝑠
= 1 − 𝑠 + 𝑃𝑠

Gustafson’s law



The main purpose of modelling a generic system is to provide a tool that can be useful 
to compute analysis and prediction, considering the salient characteristic of that 
system.

The more the model takes into consideration specific aspect of the particular system, 
the more the accuracy and reliability is high. In the other hand, the more the model is 
specific, the more its use is limited.

The aspects that can be taken into consideration are:

How to model a parallel computer

• computational parallelism
• communication latency
• communication overhead 

• computational bandwidth
• synchronization
• memory hierarchy  
• intercommunication network topology



RAM is the simplest computer model that models the Von Neumann Architecture, with 
the following features:

• A processor unit and unbounded memory ;

• Memory stores both data and instructions ;

• Any memory reference takes one time unit ;

• One instruction fetched and executed per time unit;

• Instructions are executed in sequence.

Random Access Model (RAM)

Memory

CPU



PRAM is the natural extension of RAM model to parallel architecture with the following 
features:

• Arbitrary number of processor (core);

• All the processor can work in parallel;

• Unbounded shared memory;

• Memory stores both data and instructions;

• Any memory reference takes one time unit.

Some refinements are needed, to model better the real cases. Nonetheless, PRAM can 
still provide some good  performance estimation.

Parallel Random Access Model (PRAM)

Shared Memory

P2P1 Pn



Strategies to handle the conflicts due to the simultaneous concurrent accesses to the 
shared memory, lead to the following model:

EREW PRAM Model: 
it allows only exclusive reading and exclusive writing of any memory location at the 
same time; 

CREW PRAM Model: 
it allows just concurrent reading but exclusive writing of any memory location at the 
same time; 

CRCW PRAM Model: 
it allows both concurrent reading and writing of any memory location at the same 
time. It requires some protocol to resolve the concurrent write; 

Parallel Random Access Model (PRAM)



It is clear that beside the PRAM model and its variant, other models with their own 
specific characteristics have been designed. Some of the most used are:

Bulk synchronous parallel (BSP) consists of:

• P processors with their local memory; 

• a communications network that delivers messages in a point-to-point

• mechanism for periodic synchronization. 

LogP

• It describes an asynchronous execution. 

• P that represents the number of processors;

• L represents the latency for a message to go from Psender to Preceiver; 

• o is the overhead to inject the message on the network ; 

• g is the gap that represents the minimum time between messages 

Other models



Candidate Type architecture (CTA):
• P sequential computers with local memory and network interface chip (NiC) 

• One controller that performs initialization and synchronization. 

• All the processors are connected through a not specified network topology. 

• There is no global memory but there are two type of memory accesses: 
‒ one to the local-memory, which has time-unit cost, and 

‒ the other to the non-local memory, 

Other models


